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Abstract-We consider the duality which is obtained by interchanging dependent and independent
variables in a Lagrangian. This duality is studied here for a second·order Lagrangian, which could
describe, e.g. a Euler-Bernoulli beam (more generally, a one-dimensional clastic body of higher
grade); however, the essential theory follows purely formally for a general Lagrangian. Next, the
corresponding Noether theory of transformation groups and invariants is developed. making use
of duality as far as possible, and showing the limits of duality theory. Particular emphasis is laid
on the difference between relations equally valid on any curve and those valid only on the solution
curve. stressing the difference between "true" and "apparent" invariants.

INTRODUCTION

The duality considered in this paper is the correspondence between two processes of
continuum mechanics, in which the dependent variables (current position ofmaterial points)
are interchanged with the independent variables (reference position ofmaterial points). We
regard this duality as a (substantial) generalization of the "invariance under time-reversal"
of classical field theory to continuum mechanics. The major difference between classical
field theory (e.g. electrodynamics) and continuum mechanics (e.g. elasticity) is, in our
opinion, this-that the latter is a two-field theory. For instance, whereas the electric field
vector is defined purely in the tangential spaces ("the point of the arrow" has no meaning),
the displacement field vector, while defined in tangential space, is projected into the embed­
ding Euclidean space, where "the point of the arrow" is the current position of the material
point which was at the "root of the arrow" in reference configuration. Essentially, present
and reference configuration are each a field, connected by a vector of Euclidean space, and
by such operators as the "shifters" (which are not necessary in a single-field theory). Thus
under time reversal in elasticity it is not the same pr0cess run backwards that one should
consider, but another, dual process: there is another body (with a different constitutive
equation), which has as reference configuration (being its natural, i.e. undistorted and
unstressed state) the current configuration of the original body, and deforms into the
original configuration of the latter.

The duality considered here was found in 1967 by Shield[l]. Shield considered only
hyperelastic bodies (whose inner energy is taken as Lagrange-function), and apparently did
not yet realize the connection to the energy-momentum tensor, and thus to the invariant
integrals of crack mechanics. This connection is fully and clearly demonstrated by Chad­
wick[2]. The extension to an arbitrary Lagrangian of first order was made by Shield[3] in
1977. We shall not enter into the details of Refs. [4-11]; essentially, the physical interpre­
tation was developed, and the theory of forces and moments on the inhomogeneities was
somewhat formalized. There still remains, however, a gap: are these forces the dual forces
considered here? Is the dual body of this paper the inhomogeneity of the original body?
At present, we do not know; we suspect that it is not the case, and that some conceptual
confusions remain to be unraveled. Even if this were so, there should be some definite
relations between the two correspondences.

The paper [10] was the starting point of this paper (see also the paper by Kienzler in
this issue). We consider a one-dimensional case, so that the kinematics are irrelevant,
and only the dynamics are of interest. The underlying idea was that of a beam: thus we
took the displacement as dependent variable. This is at variance with duality, where the
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current position should be taken; accordingly, we (somewhat artificially) have to separately
postulate that the relation displacement vs place be invertible. However, it turns ou' that
the particular form of the Lagrange-function of a beam plays no role, so that we consider
a general Lagrangian, although still keeping the notation of beam theory. The first section
identifies the dual shear force with the Hamiltonian, i.e. the (one-component) energy­
momentum tensor. Throughout the paper, we strictly differentiate between relations valid
pointwise on extended configuration space, and relations that hold only on the solution
curve.

The section on transformation groups and invariants follows[12]: essentially, we try
to use duality as far as possible, and indeed some nice features do emerge. However, when
it comes to giving meaningful examples, duality must be abandoned, at least insofar as the
original body is considered the only one of interest.

DUALITY

Consider a family of Euclidean spaces lEn + 2 of dimension n +2, n = 0, 1, 2, ... , with

coordinates x, w, ~, It, ... , ~. On each 1En+ 2, consider the set of smooth functions into the
n I n

reals, f(x, w, w, ... , w) E IR. We introduce an operator

I 2 I n+ i n
D(n): = %x+w%w+w%w+'" + W %w

n n+ 1

which acts on functions f and produces particular functions f. For n = 2, we consider a
2

particular function L E {f}, called the"Lagrangian",

I I 2
: {x, w, W, w} -+ IR.

We denote the partial derivatives by

q: = -ol/ow,

these are likewise functions on 1E4
• We define a function E(l) E {h by

2
and call it the "Eulerian" corresponding to L. One can arrive at it in two steps, by first
defining

Q: = -m-D(2)M

(which maps 1E5 into IR); then

From now on, we shall omit the superscript 2 on L.
Now consider

I 2 3
D(2)L = oL/ox-wq-wm+wM;

as is easily seen,

I I 2
D(2)L-oL/ox = wE(L)+D(3)(wQ+wM).
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Let now another map from IP into IR be

_ I 2

Q: = L-wQ-wM;

then

Essentially, we want to study the equivalence

- Iq+D(3)Q = (oLjox-D(3)Q)jw,

i.e. we take this as a pretext to introduce duality.
Consider a family of "dual" (in the sense specified below) Euclidean spaces Ito+ 2 of

I 2 n n

dimension n+2, 11 = 0, 1,2, ... , with coordinates "', X, x, x, ... , x. On each lto+ 2
, let I

be an arbitrary smooth real-valued function, and let

_ I 2 1 n+ I n
D(n): = ojow+xojox+xojox+ '" + x ojox

~ n±t
be the "dual" operator ofD(nJ, with domain {f} and range in { f }. The "duality" we intend

n

here is defined by the family of correspondences ti: ltn + 2 -+ 1E"+ 2. In particular, for

n = 3: x=x, w=w,

1 1
W= ljx,

2 2 1
W= -xj(X)3,

3

This correspondnce is reciprocal, i.e. its inverse l\ has the same form,

1 1
X = ljw,

x= x,
2 2 I
X = -wj(W)3,

w= w,

n+1 n n+1 n

For each n = 0, 1, 2, ... , ti is a proper extension of ti, i.e. ti consists of ti and one

additional relation between n~ I and ni'V '. We shall explain below how this ~ was arrived at,
and how to extend the family; the algorithm is such that reciprocity is preserved. Apart
from the first two relations, the gradient matrix is triangular, e.g. for n = 2:

1 1 1 I
oxjow =- lj(w)2 =- (x) 2

;

2' 2 1 12 2 2 1 1
oxjow = 3wj(w)4 = -3xx, oxjow = -lj(w)3 = _(X)3.

Again, this is reciprocal: the inverse matrix has the same form.
Again for n = 2, we prepare the correspondence between the operators [Pi, D(2):

11 2 I 2 13 22 I 2 I 2
{D(2)(f' ti>}· ti = aojox+ wojow+ wojow+ wojow)T[w, x, Ijw, - wj(W)3)} •ti

2 { }
0 2 10 2 X 10 2 120 2

= -:1+ 1--=1 - -1- -(x)2 I T-3xx2"1
OX x ow (x) 3 ox OX

+[3~)2 _ -:-]{ _ (i)3 O
2
t} = ~ 15(2)(T>.

(x) 5 (X)4 OX X
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) I
In the same way, using the higher gradients ("XfCII', etc., it can be shown that

,1.1 .1 l ~

{D' t'A)}'Ll = (l/x)D(}j(t):

note that these correspondences are reciprocal.
Now we define the dual Lagrangian function by

- ! ~
L:= xL·Ll.

I.e.
___ 12 I _ ... 121"
L(lI',x,x,x) = xL(x,w, I/x, -x/(x)·).

This relation is again reciprocal, i.e. the dual of Lis L.

In the following, we shall not show the correspondence maps ~ or! explicitly anymore:
it is intended that either the same or corresponding independent variables should appear
in any equation. Thus we shall write, e.g.

Starting from L we define the dual quantities

- I
ij: = - oL/ox =- (1 /w) oL/ox,

""l - I I "'" I I..,. I 2 Z I
111: = - oLlox = - x(oL/ow)[ - I /(x)'] - x(cLjow)[3x/(x) 4] - L

2 I
= 3wM-wl11-L,

- .- 2 I 2 1 3 I,
M: = oL/ox = x(oL/oll')[ - I/(x) ] = - (w)· M.

(The relations are reciprocal.) Furthermore, we introduce the dual Eulerian

Eventually, we should like to define

Q:= 111-D(2)M,

so that

E(L) = _ij_D(3)Q;

but Qwas already defined above. However, the two definitions are equivalent:

j 2 _I I _ 1 2_

Q = L+w(m+D(2)M)-wM = L/x+(l/x){ -L-xm+3xM

+ (1/.~)D(2)[ - (~)2M]} + [i/(~)3][ - (~)2M] = -m- D(2)M.

Thus we may now write the equivalence we started from in the self-dual form

or

E(L) = -E(L).

This concludes our introduction of duality.
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What is the meaning of this duality?
"To begin with, the fundamental correspondence 6. is obtained as follows. Consider an

arbitrary, sufficiently smooth curve w = w(x), on a segment 0 ::::; x ::::; t, say; and suppose w
is uniquely invertible on its range, with correspondingly smooth inverse x = x(»'). Then,

if;;" is identified with d"w/dx", it turns out that also _~ is identified with d"x/dw", i.e. ~ was
set up in this way. Thus this duality results from interchanging dependent and independent
variable in the (arbitrary) curve. However, it was our intention to show that all essential
relations are identities on the underlying space lEn or [", or, that they are equalities between
maps (not between values), completely independent from, but compatible with any under­
lying curve. The significance of this duality stems from this, that Q turns out to be the
Hamiltonian of L (and likewise Q of L), or, the one component of the energy-momentum
tensor (see Ref. [12), p. 120, eqn (6.19); and Ref. [14), p. 326, eqn (3.6». Suppose Q has
some physical meaning w.r.t. L: e.g. if L is the Lagrangian of a Euler beam, then Q is the
distributed shear force. What we have shown, then, is this, that there is another Lagrangian
L such that the Hamiltonian Qof L has w.r.t. L the same meaning as Q had to L. By the
same token, q is the external distributed load on the beam, its dual q is, essentially, the
inhomogeneity distribution (place-dependence of stiffness, external load and moment) of
the original beam. However, as the following examples show, any particular form of L need
not be preserved by duality; in particular not the Lagrangian ofa beam. On the other hand,
this "shortcoming" is worsened here by the fact that, for the sake of simplicity, we took
what for the beam would be the deflection as variable w, instead of taking the new position,
as we should have done. It appears that duality can be properly established only in two
(plane strain) or three dimensions. However, this work should at least intuitively show the
way.

PARTICULAR LAGRANGIANS; THE GAUGE FUNCTION

To fix ideas, we look at some special classes of Lagrangians. We always assume that

L is regular, i.e. the "Hessian" 82L/(8~)2 =F 0, 0 < x < t; that is, 8M/8~ =F O. We begin
•• 2 I

WIth the requIrement that M depend only on x and w, not on wand w. Then q and m do

not depend on ~, and we are led to the "separable"

2 I
L s = W(x, w)- Vex, w, w).

Now we separately look for special forms of Wand V. Major simplifications occur if

W is homogeneous, of order h, say in ~:

2
Wh = (l/h)s(x)(w)",

with arbitrary sex) =F 0 on 0 ::::; x ::::; t. Obviously, h =F 0, and h =F 1 for regularity. On the
other hand, physical interpretation suggests that m, q be "controllable", Le. explicit
(known) functions of x only. Then

1
Vc = m(x)w+q(x)w,

This suffices to explicitly integrate the "kinetic" equations,

n r'
Q(x) = j..q(e)de+ Q"

tI(x) = f[(e-x)q(e)+m(e)] de+M,+(/-x)Q,.
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Thanks to regularity, at least in principle we can solve

for w, obtaining the normal form ~, = function of x. Thus, if now ~. is identified with
d2w/dx2, this special "kinematic" equation is solved by two quadratures. Eventually, com­
bining these two cases, let

Obviously, the simplest case is h = 2, when M(x, ~) = s(x)~, so that the normal form is
immediate (and one-valued). This is the Lagrangian for the so-called Euler-Bernoulli beam,
w being the deflection, sex) the stiffness and q(x) the external distributed load; the external
distributed moment m(x) is usually absent in technical applications. Since we are not
interested in solving the kinematic equation here, we may stay with Lhc'

Now let us look at the dual.

_ 211

L hc := O/h)s(i)( - X)h /(X)3h- I - m(i) - Xq(i)li'

certainly looks awkward-it is not even separable. It becomes "dually homo­
geneous/controllable" only if h = 1/3, so that only then duality will preserve particular
results essentially due to the special form of Lhc' In general, with ()' == d( )/dx,

2 1 1q = O/h)s'(i)( _X)h/(X)3h- I-m'(i)-q'(i)wx,

2 IIn = - (3 -l/h)s(i)( _X)h/(X)3h -q(i)w.

q is not controllable, neither "dually" nor directly; but we may say it is "observable"- it
can easily be seen if L depends on x or not; thus, while q may not be prescribed in general,
it is possible to require q to vanish identically, i.e. to accept only such Lagrangians that are
independent of x.

So far, we considered the Lagrangian as primarily given, whence the Eulerian was
derived. Let us now consider the explicit form of the Eulerian as primary, and look for the
Lagrangians that lead to it. As is easily checked, Lagrangians having the same Eulerian
differ at most by a (or: are determined up to an additive) total derivative of a so-called

I
gauge function g(x, w, w), being an arbitrary (sufficiently smooth) function of its three

2
arguments, essentially independent of w :

I
9 = g(x, w, w).

Then to q, m, M are added the terms

q: = - o(D(I)g)/ow = - D( I)(og/ow),
_ 2 I

M: = o(D( 1Jg)/ow = og/ow,
1 1 _

m: = -O(D(llg)/OW = -D(ll(og/ow)-og/ow = -D(IJM -og/ow,

and thus

or: E(D(I)g) == O.

I 1
The structure of L, is preserved by gauging if g(x, w, w) = gl(W)+g2(X, w); for Lhwe

require gl == 0 since we exclude h = 1 ;for L n g2(X, w) = g3(X)W+g 4(x) ; thus eventually
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the form of Lhc is preserved if 9 does not depend on wand is linear in w ("restricted", or
"kinetic" gauge group).

If we "dualize" 9 just as we did with L, we find that, since dualization commutes with
differentiation w.r.t. x or w, dualizing and gauging are compatible, or: the dual of a gauge
function is a gauge function of the dual. However, this does not help to bring the dual
Lagrangian found above to a nicer shape. We only remark that q can be made to vanish
on any fixed curve by adding a suitable function ofx to the Lagrangian (if, as here assumed,
it is at all permissible to change the Lagrangian in the problem at hand).

INFINITESIMAL TRANSFORMATION GROUPS AND INVARIANTS

In this section it is convenient to introduce curves, as already hinted at in the concluding
remarks in the first section. Consider an arbitrary real valued, sufficiently smooth function
w defined on the real segment IB = {x I0 ~ x ~ I}, and its extension

x.- {x, w(x), dw/dx, . .. , d"w/dx"}.

We shall write g for relations which are meaningful only if a curve, anyone, is laid
"down, and 0' == dO/dx for a function of x only. For instance, for any function f defined

on p+ 2,

n n II

d(f' w~")/dx == (D(")f)' wb"+ Ii ~ f'.

We introduce two notation schemes for transformations, the "flow" and the
"variation" notation, since both will be convenient. In "flow" notation, we consider the
infinitesimal transformation group of degree p with parameter /;

A I P
X = x+er(x, w, W, ••• , w),

A I P
W = w+/;~(x, w, W, ••• , w),

(usually, p = 0). In "variation" notation, ~ is the "total" variation of a curve wO, which
is composed of a "local" (or "syntopic", or "synchronous") variation and a "convective"
(or 'asyntopic", or "asynchronous") variation,

fJl effects an actual change of the function wO, the new function, however, being evaluated
at the same point x; fJc describes the change of the value of the same function w when
evaluated at X, and attributes this value to x (in yet another terminology, fJC(w) is the
"pullback of w(·) under the flow r"). Each is characterized by a particular property. One
usually assumes that the local variation commutes with differentiation,

(fJl(w)y g fJl(W'), == fJl(W)',

i.e. one considers only local variations that satisfy this requirement. (This is the same as
saying: we define fJ/(W') by the above relation; or: we choose to identify the (a priOri)

abstract symbol fJl(W') with the "lifting" (fJl(W)Y, just as we did when identifying ~ with
w'.) This should hold recursively for higher derivatives as well. The convective variation is
characterized (as a pullback operator) by its vectorfield; formally,

hence we obtain, for instance, the formula

fJC(w) g rw'



826 R. ROSEL

as is well known in continuum mechanics for the convected derivative. This again holds for
higher derivatives as well. Thus we get

differentiating and identifying rw" with bC(w'),

b(w') ,; ~'-r'w';

similarly,

b(w") g C-2r'w"-r"w'.

After this intuitive procedure, we want to repeat these steps without a curve. We only
need to lay down the axioms

v =0,1,2, ... ;

O.

1.

2.

3.

to find

I P
15(w) = e(x, w, w, ... , w);

0<-) = 8'<-)+cj«);
v+1 v

15'( w ) = D(n+v) (Y(w),

v v+ I I P
(i«w) = W r(x, w, w, ... , w),

I
(Y(w) = e-wr,

v =0, 1,2, ...

Finally, coming to a more physical ground, let us consider the "action" integral with
boundary terms

where Q... , M ... are external variables, defined only on the end points; we shall see how
much freedom we have in choosing them.

The variation of A, which we denote by d.<A), is

11+ <f1l.w('lJ Ii
d.<A):= L[x,w(x), ... ] dx- L[x,w(x), ... ] dx-e[Q...15'(w)+M.15'(w)']lh,

.tIO, w(O)) °

Let us denote the integrand in the second expression by d.<L), where d. is an operator
which depends on the group parameter e. Obviously, for e = 0, d. is the zero-operator;
thus we are led to consider the derived operator

2fi: = (dd.lde)I.=o.
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The result of applying ~ on L can be evaluated in two ways: either by

fLJ<L) ~ (d/dl:){[L + l:(rD(2)L+ 15'<w> cLlcw + b'( I;') oLI(31:'

+ 15'<'~') oL/ol~') +0(1:)](1 +DIP)r)- L}i,= o' w~'+ 2:,

= {D(P)rL+rDt2)L-15'(w)q-15'<I~)m+15'<~')M}' wb"+ 2l,

or by

I I
~<L) = d/dl:{[L+ I:(r oL/ox+15<w) oL/ow+15<w) oLlow

2 2
+15(w) oL/ow) + 0(1:)](1 +I:D(P)r)- L}I,= o' w~+ 21,

1 2
= {D(P)rL+roL/ox-15(w)q-15<w)m+15<w)M} 'W~+2},

where v = max (P,2). (It is a trivial calculation to show that the two expressions give the
same result; we shall do this at the end of this section.)

To begin with, we consider the first one. By straightforward evaluation one establishes,

for an arbitrary function f(x, w, ~, ... , ~), 0 ::::; m ::::; p, the identity on IE'+ 4

Now let f = o'<w); recalling that 0' commutes with differentiation,

I
~<L) ~ {E(L)15'(w)+D(v+ II(Lr+ Q15'(w) + Mo'(w»)} •w~+21.

We call the contents of the round brackets the "Noetherian", and denote it by N,
defined on IE' +3,

1
N:= Lr+Qo'(w) +M15'(w),

V+ 1
== N(L, r,~, w):

N is a functional of L, r and ~, and depends explicitly (in fact, linearly) on v~l. Returning
to the variation of the action A, we may define also for .ii. the derived operator

then, integrating N' on w,

The principle of virtual work requires ~(A) = 0 for arbitrary local variations o'(w) in the

interior of (0, I), provided r vanishes identically in w, ~, ... , tv at the endpoints. With the
so-called fundamental lemma there follows Euler's equation and the "rigid" and/or
"natural" boundary conditions, as is well known. We stress that ~(A) = 0 does not imply
~(L) = 0; on the contrary, N must match the boundary conditions, which generally
implies that N' :F O.

Whereas this principle thus fixes a particular curve, the "orbit", while leaving the
variations r, ~ (almost) arbitrary, we now turn to the "opposite" problem, to somehow fix
r, ~ while leaving the curve arbitrary. One might require ~(A> = 0 provided the external
end terms Q., M. vanish at both ends; here we choose to directly require that ~(L> = 0
on IP+4, and to interpret this as a condition which the transformation group generators r,
~ and the Lagrangian L have to satisfy. Thus, here we use the second of the two expressions
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for fl(L) derived above; denoting it with K (for "Killing"),

1 I 2
K: = LD(plr-rwij-qb(w) -me5(w) +Mb(w),

P+ I p+ 2
== K(L, r, ~; w , 11' ).

K d d I· . I P+ J P~ 2 f 3epen s exp lClt y on wand II" i and only if p ~ 2, it depends explicitly only on w if

p = 1. Whenever p~,2 occurs explicitly, the dependence on it is linear. Anyway, K is defined
. IE 4' I p+2
III P+ ,I.e. K = K(x, W, J-I", ... , w). On the other hand, in E(L)b'(w) the highest superscript
of w is max (P, 4), whereas in D(I+ IlN it is v+2 ; the w with the highest superscript always
occurs explicitly and, in fact, linearly. We mention these details because one might doubt
whether the equality on an arbitrary curve of the two expressions for L carries over into
an identity, valid pointwise in a sufficiently high-dimensional space,

K== E(L)b'(w)+D(v+I)N.

Considering only the coefficients of the leading IV (with the highest superscript),
2

for p :s;; 1 they appear in D(v+ IlN and in E(L)b'(w), being +(oMjow)e5'(w) (which multi-
4

plies w) and cancelling each other; for p ~ 3 they appear in D(H IlN and in K, being

M(o~jotv-~'or/otv) (which multiplies P~/) and again cancelling each other; for p = 2
several terms are involved. We shall not analyze this further, since we shall prove the
general identity below: here we merely wanted to show that this generalization is not
trivial.

Now let us return to our original point: we wanted to require K = 0 on [P+4 as a
condition on L, r and ~. Whereas this 'yields only one equation if p = 0, it gives two

equations (one extra for the coefficient of I~) if p = 1; for p ~ 2, the situation becomes

complicated, since p~1 need not occur linearly. This interpretation of K = 0 as a point
identity is the one called "strict" in Ref. [13]. There, only the case p = 1 is considered, and
K == 0 leads to the system (63), (64); however, the Lagrangian is of first order. The authors
state that in general, p > I "would not substantially enlarge the picture", while if one
required "higher-order tangency of curves" to be preserved, this would be incompatible
with p > 0 if one has more than one degree of freedom. We do not know how this theory
should be expanded to our case; however, it may be that going to more degrees of freedom
would essentially change some aspects. A minor difference between this paper and Ref. [13]
is that we have tacitly suppressed the gauge function.

If now L, r and ~ "match" so that K == 0, then

We call this the "evolution equation" for N. Since it is a pointwise identity on IE"+ 4, it is
valid for any curve (or, it is an identity also on the function space of curves). In particular,
let us consider those special curves ill for which

these are the solution curves, or "orbits" (~ shall denote equality on orbits only). On the
orbits the evolution equation reduces to a conservation equation,

(D(V+ I)N)· ebb"+ 2} ~ N' ~ const.

The constant value still must match the external end quantities Q.,.M., which thus cannot
be independent. In general, they must satisfy some compatibility conditions (in mechanics,
these are the global equilibrium conditions). Thus we say that N is conserved, or that it is
invariant, only ifit satisfies (identically) the evolution equation (and the boundary con­
ditions are compatible). The essential point is that ~(A) = 0 does not imply g(L) = 0 (as



Duality under dependency inversion and Nocther theory for second-order Lagrangians 829

remarked above), so the latter condition must be imposed independently of the former. The
obvious difference is that while ~(A) = 0 determines the orbits, the evolution equation
can be written explicitly without knowing the orbits at all. To clarify this point further, let
us suppose K = 0 does not hold: Lagrangian and transformation group do not "match
properly". Then we have

valid not only for any curve, but also for any 't, ~. In particular, on the orbits

N'~K.

This we call the "equation of balance" for N; it is defined only on the orbit, but valid for
arbitrary 't, ~. Keeping to our definition, we should regard the case that Khappens to vanish
on the orbits, though not elsewhere, as a mere exception, and not call N invariant unless
indeed K == O. In fact, the equation of balance is not any condition at all: it states the
identity of the two expressions for ~(L) (which we shall prove in general just below) in
the particular case when one considers only orbits; no further restriction is imposed. The
equation of balance is thus trivial, whereas the evolution equation is not. The only sig­
nificance of the equation of balance is this, that it gives us an easily computable expression
for the rate of change of the Noetherian along an orbit; N may well have (for some
particular 't, ~) a meaning for physical interpretation.

Eventually, we introduce duality. Inserting 15'(11') = ~ - 't~ in N we obtain

1 1 2
N = Lr+Q(~-rw)+M(D(PJ~-wD(PJr-wr)

= Qr+Q~+M(D(PJ~ - ~D(P)r),

= Q~+MD(PJ~+Qr+,MD(PJr,

recalling that MD(PJw+,MD(PJx = 0 and ~D(PJr = D(PJr. Thus the Noetherian is self-dual, if
by duality one also interchanges r and ~. In the same way, using

- - 1 2 21 3D(P+ I)D(P)'t = (D(P+ IJD(PJr)/(w) -(D(PJr)w/(w) ,

we find

Now it is sufficient to consider

D(V+ IJ(Q~+MD(P)~) = MD(P+ 'JD(PJ~+QD(PJ~+(D(3JQ+q)~-q~

+ (D(2JM +Q +m)D(PJ~ - (Q + m)D(PJe

=MD(P+ IJD(PJ~-mD(PJ~-q~-E(L)~

and the dual of this equation to show that the two expressions for ~(L) derived at the
beginning are identical, and thereby to show that the equation of balance holds trivially.

THE INHOMOGENEOUS LINEAR TRANSFORMATION GROUP

As an example, we choose to study the group

r = c+gw+fx,

~ = c+gx+kw,
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c, ... , k constants. On the other hand, we start with an arbitrary Lagrangian, and shall
then restrict it so as to satisfy Killing's equation K = O. (Usually, the Lagrangian is given,
and one has to find the group t, 0 We find

I
N = cQ+g(Qx+ M)+k(Qw+Mw)+dual terms,

2 I I
K = -cq-g(qx +m)+k(M»'-mw-qw)+w(dual terms).

It is now a simple matter to satisfy K == O. For instance, consider only the c and 9
terms: q and m are at least easily "observable" (one sees immediately whether L depends

I .
on 11', 11' or not); If

L = L, = W - V & V = 0 :

with ~ = c+gx, 't' = 0 we find the evolution equation

2
L = W(x,w),

Hence on the orbit, taking c and 9 independently,

Q ,; const., Qx+ M'; const.,

provided Q, = Qo and M o = M,+IQ,. (Another way to obtain this familiar result is to
require that q and m be controllable, i.e. functions of x only, and that they vanish in the
particular problem at hand.)

The same reasoning can also be carried through in the dual case, for cand g. However,
if we do regard the original Lagrangian as the more important one, there arises a marked
difference: whereas ij is easily observable and thus can be required to vanish (L independent
of x; qcannot be controlled otherwise), there appears to be no practical interpretation for
the awkward condition m= O. The balance equation is, so far, with O' == dO/dw,

[cQ+g(Qx+M)]' +w'[cQ+g(Qw+M'))' ;" - [cq+g(qx+m)]-w'[cq+g(qw+m)),

and one sees immediately that it is a trivial identity, on the orbit. More interesting are the
terms in k, k, jointly. Even in K they multiply M, resp. £1, which are essentially uncon­
trollable. This could be settled by choosing k+k = 0, but it appears to be more sensible to
abandon duality and to consider only the original Lagrangian as essential. Thus we return
to the original definition of K. To make progress, we must have a suitable explicit expression
of L: we assume it is of the class

2 I
Lh = (ljh)s(x)(w)h-m(x)w-q(x)w.

With't' = kx and

we find

b(w) = kw,
I I

15(11') = (k-k)w,
2 2

15(11') = (k-2k)w

2 I 1
K = [k-(2-I/h)k]Mw-kmw-(k+f)qw-kwqx.

Now we get rid of M by choosing k = (2-I/h)k, so that

I 1
K = -k[(2-I/h)mw+(3-I/h)qw+ wqx].
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This is observable, though it is controllable only by assuming s = const. and by either
2

considering the trivial Lagrangian L = s(W)h / h, or by considering K = 0 as a pair ofordinary
differential equations to determine q(x), m(x), which appears to be rather artificial. Thus
we rather leave K as it stands, and get the balance equation

[Qx+(2-I/h)Qw+(I-I/h)MwT ,; - (2-I/h)mw' - (3-I/h)qw-w'ijx.

At this point, let us try the usual approach: given this Lagrangian Lh, we look for suitable
r, eso as to generalize the above balance equation. However, we still assume that r, e
depend only on x and w. We find

Expanding the total derivatives (and writing subscripts for the partial ones), the coefficient
T of M becomes

This expression should vanish identically in ~ and its powers, and in ~ and the product

~~: we must satisfy 6 equations separately. It is easily checked that the only solution is the
one yielding the balance equation above, which thus has the significance of being unique
for this Lagrangian. We stress here once more the importance of requiring T == 0 on [4, so
that if, in addition it so happens that ij = q = m = 0, we have K == 0 and hence an evolution
equation. Suppose, for instance, that we were to satisfy T ,; 0 only on the orbit. This is
·easy : the Euler equation of the Lagrangian Lh is integrable by quadratures, so w(x) is (in
principle) determined. Thus we may as well assume that r, edepend on x only; choose an
arbitrary rex), insert it in the unexpanded form of T, and obtain e(x) by two quadratures.
Otherwise, insert an arbitrary rex, w) and the explicit derivatives of w(x) in the explicit form
of T, and solve the resulting p.d.e. for e(x, w). Either way we have the balance equation

[Qr+Qe+M(e'-r'w')]' ,; -rw'ij-(e+rw')q-e'm,

in which the source term (r.h.s.) is observable and might vanish: but, we repeat, this
equation is (in our opinion) trivial.

CONCLUSION

.We have shown that duality, as understood here, can also be applied to higher-order
Lagrangians. This suggests some interesting new interpretations. It is remarkable that the
main expressions of transformation theory (Killing equation, Noetherian) turn out to be
self-dual. However, it appears that duality is limited to general considerations (arbitrary
Lagrangian). A complete theory ofthe dual body has yet to be found, as well as a clarification
of the relation to the theory of forces on inhomogeneities.
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APPENDIX

In order to facilitate the relation, we give a list of notation correspondences between this paper and the one
by R. Kienzler, also in this issue.

Kienzler

x,w
ox = cI>, ow = IjJ
o
01/1 = -o(w')
q,m, Q
-M
- V= qw-ml/l
2

w= (1/2)EI(x)(W")2

b,B

h = (5/2)qw+(3/2)mw'

-H = (3/2)Qw+(l/2)MI/I
(W+ V+3Mw")
(MI/I2)

Rosel

X,W

T, oW = ~

p

-o<~,>
q,m,Q
M

V, = qw+m~
h

W. = (I/h)s(x)(~)·

~q,a

(3 -1/h)qw+ (2- l/h)m~'

(2-1/h)Qw+(I-I/h)M~
Iii
M


